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#### Abstract

In this paper we consider node labelings $c$ of an undirected connected graph $G=(V, E)$ with labels $\{1,2, \ldots,|V|\}$, which induce a list distance $c(u, v)=|c(v)-c(u)|$ besides the usual graph distance $d(u, v)$. Our main aim is to find a labeling $c$ so $c(u, v)$ is as close to $d(u, v)$ as possible. For any graph we specify algorithms to find a distance-consistent labeling, which is a labeling $c$ that minimize $\sum_{u, v \in V}(c(u, v)-d(u, v))^{2}$. Such labeliings may provide structure for very large graphs.


 Furthermore, we define a labeling $c$ fulfilling $d\left(u_{1}, v_{1}\right)<d\left(u_{2}, v_{2}\right) \Rightarrow c\left(u_{1}, v_{1}\right) \leq c\left(u_{2}, v_{2}\right)$ for all node pairs $u_{1}, v_{1}$ and $u_{2}, v_{2}$ as a list labeling, and a graph that has a list labeling is a list graph. We prove that list graphs exist for all $n=|V|$ and all $k=|E|: n-1 \leq k \leq n(n-1) / 2$, and establish basic properties. List graphs are Hamiltonian, and show weak versions of properties of path graphs.Keywords: graph labeling, graph distance, extremal combinatorics
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## 1. Introduction

In this paper, all graphs $G=(V, E)$ with $|V|=n$ and $|E|=k$ are assumed to be simple, undirected and connected.

We refer to a bijection $c(u)$ from $V$ to $\{1,2, \ldots, n\}$ as a $V$-labeling. Define the the list distance as $c(u, v)=|c(u)-c(v)|$, and denote the usual graph distance by $d(u, v)$, i.e. the minimal number

[^0]of edges for a path from $u$ to $v$. A main aim of this study is to find a labeling $c$ so $c(u, v)$ is close to $d(u, v)$. This is a novel approach (see Section 2) with potential use both in graph theory and in various network application areas.

A strict condition for consistency between list distance and graph distance is that $d\left(u_{1}, v_{1}\right)<$ $d\left(u_{2}, v_{2}\right) \Rightarrow c\left(u_{1}, v_{1}\right)<c\left(u_{2}, v_{2}\right)$ for all nodes $u_{1}, v_{1}, u_{2}, v_{2}$ - which we may call the strong list condition. It is fulfilled for a $V$-labeling only if $G$ is a path graph $P_{n}$. In this paper we provide results answering to two different list-distance consistency problems:

1. (Section 3) If $G$ has a list labeling, i.e. a $V$-labeling $c$ fulfilling the weak list condition $d\left(u_{1}, v_{1}\right)<d\left(u_{2}, v_{2}\right) \Rightarrow c\left(u_{1}, v_{1}\right) \leq c\left(u_{2}, v_{2}\right)$ for all nodes $u_{1}, v_{1}, u_{2}, v_{2}$, then $G$ is called a list graph (Definition 2.5). We note some basic properties for list graphs, and prove that list graphs exist for all $n$ and $k: n-1 \leq k \leq n(n-1) / 2$ (Theorem 3.3).
2. (Section 4) For any graph, a $V$-labeling $c$ is list-distance consistent (Definition 2.1) if it minimizes $\sum_{u, v \in V}(c(u, v)-d(u, v))^{2}$ within the set of $V$-labelings $c$. We provide algorithms to find list-distance consistent labelings for any graph (Theorem 4.3).

Furthermore, since minimizing $\sum_{u, v \in V}(c(u, v)-d(u, v))^{2}$ is equivalent to maximizing $d(A)=$ $\sum_{i, j}|i-j|\left|a_{i, j}\right|$ (Lemma 4.1) by column permutations of $G$ :s distance matrix $A$, it is possible to alternatively maximize $d_{p}(A)=\sum_{i, j}|i-j|^{p}\left|a_{i, j}\right|$ for a suitable choice of $p: 0<p<\infty$. List-distance consistent labelings are important also for list graphs, to explicitly find labelings.

A list labeling gives a Hamiltonian path, so the set of list graph constitute a middle set between general Hamiltonian graphs and path graphs. List graphs retain a version of the obvious list property of a path graph $P_{n}$ of having no more than two ends. A graph that has three or more nodes of degree one it is not a list graph, and if it has two nodes of degree one, then if it is a list graph these nodes must have the labels 1 and $n$ (see Theorem 3.2). Many list graphs have no nodes of degree one, such as a complete graph which is a list graph.

List graphs and distance-consistence labelings for any graph provide insight in the structure of distances between nodes in a graph in a way where all distances are considered simultaneously. Recall that the center of a graph consists of nodes $u$ where $\max _{v \in V} d(u, v)$ is minimal. Which nodes are center nodes is not directly affected by other distances in the graph than those realizing $\max _{v \in V} d(u, v)$. A comparison of the center of a graph with the nodes receiving close to $(1+$ $|V|) / 2$ labels in a distant-consistent labeling may be significant for understanding a specific graph's structure. This is potentially useful in facility location problems [20], [18] and in cluster analysis [3], [17].

Compared to other labelings, a list-distance consistent labeling may decrease or remove node labeling biases, which may provide clarity about fundamental network structure. In large and very large networks, a major problem is to identify important qualitative properties. A distanceconsistent labeling may also help in dividing a large network in subnetworks in a relevant way.

Furthermore, comparing distant-consistent labelings may reveal new properties of well known graphs and allow new types of graph comparisons, as is discussed in Section 5.

## 2. Previous research and overview

The present approach is not investigated previously since few graph labelings aims at describing graph distances other than adjacencies, and those which do use other label sets than $\{1,2, \ldots,|V|\}$. The survey [7] describes over 200 different labelings of graphs, none of which has as main purpose to describe graph distances.

Adjacency labelings [2], [4], [5] is a way to assign labels to the vertices of an undirected graph so that given the labels of two vertices and no other information regarding the graph, it is possible to decide whether or not the vertices are adjacent. Results are presented concerning the minimal size of such labels.

A labeling scheme that is not restricted to the integers $1,2, \ldots,|V|$ as labels, but concerned with graph distances, are proximity-preserving labelings [16]. Here the problem considered is to label the nodes so that it is possible to compute the distance between any pair of nodes directly from their labels. Again results describe minimal length of such labels for certain families of graph. In [8] such labeling schemes are called distance labeling schemes, and the results are generalized.

A related problem is considered in [11]. Here short labels are assigned to the nodes of a graph of $n$ nodes is such a way that given the labels of any two nodes, one can decide whether they are $k$-vertex connected (not the same $k$ as in this paper). If they are, there exist $k$ vertex disjoint paths connecting the nodes. An upper bound $k^{2} \log n$ is established for the number of bits used in such a label. We also remark that a distance-consistent labeling certainly can be combined with other labelings.

Graph labelings are important in numerous applications, such as in [12] for communications networks, in [9] for radio channel assignment, in [10] for automation engineering, in [14] for data mining and fraud detection, in [19] for geographic navigation and internet routing, in [6] for moving object detection, in [15] for information visualization, in [13] for chemical inference, and in [1] for vehicle detection in traffic management.

### 2.1. Setup

Based on definitions from the introduction, we remark that the distance matrix $A(G, c)=$ $\left\{a_{i j}=d\left(c^{-1}(i), c^{-1}(j)\right)\right\}$, where $c^{-1}$ is the inverse mapping of $c: V \rightarrow\{1,2, \ldots, n\}$, describes the graph distances in terms of the node labeling $c$. Note also that a change of node labeling is equivalent to a permutation of columns and rows of the symmetric matrix $A$.

This paper focuses on the following type of $V$-labelings.
Definition 2.1. For a graph $G=(V, E)$, a V-labeling cthat minimizes

$$
\sum_{u, v \ell V}(c(u, v)-d(u, v))^{2}
$$

among all possible $V$-labelings is called a distance-consistent labeling for $G$.
Note that the path graph $P_{n}$ is the only graph where there is a $c$ so that $c(u, v)=d(u, v)$ for all vertices $u, v$, allowing the minimum to be zero. A path graph obviously has the same structure as a list of items, i.e. two distinct items with one neighbour, and all other have two neighbours.

Section 4 provides algorithms to find distance-consistent labelings for a graph $G$. The minimization problem is equivalent to maximizing the quantity $\sum_{i, j}|i-j| a_{i, j}$ (Lemma 4.1). Other ways to measure the distance-consistency of a labeling, such as $\sum_{u, v \in V}|c(u, v)-d(u, v)|$, are discussed in Section 4, where we consider the generalized quantity $\sum_{i, j}|i-j|^{p} a_{i, j}$ for any $0<$ $p<\infty$.

Note that for any matrix $A$ with fixed sum $\sum_{i, j}\left|a_{i, j}\right|>0$, the quantity $d(A)=\sum_{i, j}|i-j|\left|a_{i, j}\right|$ is maximal with maximum $(n-1)\left(\left|a_{1 n}\right|+\left|a_{n 1}\right|\right)$ if all entries except $a_{1 n}$ and $a_{n 1}$ are zero. We refer to the positions $(1, n)$ and $(n, 1)$ as the matrix corners. We define as follows, with $p=1$ as main case.

Definition 2.2. For $p: 0<p<\infty$, the $p$-diagonal dispersion of a non-zero matrix $A$ is

$$
d_{p}(A)=\sum_{i, j}|i-j|^{p}\left|a_{i, j}\right|
$$

and the normalized p-diagonal dispersion is

$$
D_{p}(A)=\frac{\sum_{i, j}|i-j|^{p}\left|a_{i, j}\right|}{(n-1)^{p} \sum_{i, j}\left|a_{i, j}\right|} .
$$

We denote $d(A)=d_{1}(A)$ and $D(A)=D_{1}(A)$. Note that $D_{p}(A)$ fulfills $0 \leq D_{p}(A) \leq 1$ for any matrix $A$. The quantity $D_{p}(A)$ is relevant when comparing matrices, but $d_{p}(A)$ is usually more practical when working with column permutations of a fixed matrix. Large exponent $p$ favours a choice of many small differences $|c(u, v)-d(u, v)|$ of $A$, while small $p$ favours few large differences.

Note that the quantity $C(A)=1-D(A), 0 \leq C(A) \leq 1$, can be seen as a diagonal concentration, since $A$ is diagonal $\Leftrightarrow C(A)=1$, and $C(A) \geq \frac{1}{2}$ if $A$ is diagonally dominant $\left(\sum_{i: i \neq j}\left|a_{i, j}\right| \leq a_{i i}\right.$ for all $j$ ). Diagonal concentration $C(A)$ has potential relevance also in numerical linear algebra.

For maximizing the diagonal dispersion, there is a particularly easy special case.
Definition 2.3. A matrix $A$ is monotone if

$$
\begin{aligned}
& a_{i, j} \leq a_{i, j+1} \text { for all } j: i \leq j \leq n-1, \\
& a_{i, j} \geq a_{i, j+1} \text { for all } j: 1 \leq j \leq i-1, \\
& a_{i, j} \leq a_{i+1, j} \text { for all } i: j \leq i \leq n-1, \\
& a_{i, j} \geq a_{i+1, j} \text { for all } i: 1 \leq i \leq j-1
\end{aligned}
$$

If the distance matrix is monotone, the graph is described by a distance-consistent labeling, since no permutation of rows and columns can increase $d_{p}(A)$ for any $p>0$. Monotonicity for a distance matrix $A$ follows from the following stronger condition in terms of a labeling.

Definition 2.4. A $V$-labeling $c$ of a connected graph $G=(V, E)$ is a list-distance labeling, or a list labeling, if

$$
d\left(u_{1}, v_{1}\right)<d\left(u_{2}, v_{2}\right) \Rightarrow c\left(u_{1}, v_{1}\right) \leq c\left(u_{2}, v_{2}\right)
$$

for all nodes $u_{1}, v_{1}, u_{2}, v_{2} \in V$.
Thus, for a list labeling only, there are no list-distance contradictions, by which we mean two pairs of nodes $u_{1}, v_{1}$ and $u_{2}, v_{2}$ so that $d\left(u_{1}, v_{1}\right)<d\left(u_{2}, v_{2}\right)$ but $c\left(u_{1}, v_{1}\right)>c\left(u_{2}, v_{2}\right)$. The graph $L$ given before Theorem 3.3 in Section 3 is an example of a non-list graph that has a monotone distance matrix - monotonicity is a slightly weaker condition.

Definition 2.5. A list-distance graph, or a list graph, is a graph that has a list labeling.
In adjacency matrix terms, the list graphs is the subclass of graphs that can be labeled to achieve a monotone matrix. Examples of non-list graphs are the star graph $S_{n}$ and the cycle graph $C_{n}$, $n \geq 4$ (see Section 3). Extremal cases of list graphs are the path graph $P_{n}$ and the complete graph $K_{n}$. In the latter case all labelings are list labelings.

For any connected graph and a $V$-labeling $c$, we may define a measure of how much the labeling deviates from a list:

Definition 2.6. The list discrepancy is $l(G, c)=\max _{u, v \in V}|c(u, v)-d(u, v)|$.
For $P_{n}$ and $K_{n}$ we have $l\left(P_{n}, c\right)=0$ and $l\left(K_{n}, c\right)=n-2$ if $c$ is a list labeling.
Note that the diagonal dispersion for a distance matrix of a connected graph is maximal for $P_{n}$ which has $D\left(A\left(P_{n}\right)\right)=\frac{1}{2} \frac{n}{n-1} \searrow \frac{1}{2}$ as $n \rightarrow \infty$. As a comparison $D\left(A\left(K_{n}\right)\right)=\frac{1}{3} \frac{n+1}{n-1} \searrow \frac{1}{3}$ as $n \rightarrow \infty$. Hence:

Lemma 2.1. The normalized diagonal dispersion for the distance matrix of a graph $G$ with a list labeling and $n$ nodes fulfill

$$
\frac{1}{3} \frac{n+1}{n-1} \leq D(A(G)) \leq \frac{1}{2} \frac{n}{n-1}
$$

## 3. Properties of list graphs

We denote by $H=(U, F)$ the induced subgraph of $G=(V, E)$, i.e. the edge set $F$ contains all edges in $G$ with both endpoints in $U$.

Definition 3.1. A labeling $c:\{u, v, w\} \rightarrow \mathbb{N}$ of $P_{3}=(\{u, v, w\},\{u v, v w\})$ is consistent if $c(u)<c(v)<c(w)$ or $c(u)>c(v)>c(w)$.

The following lemma follows trivially.
Lemma 3.1. Consider a $V$-labeling $c$ of $G$. If a path graph $P_{3}$ is a subgraph of $G$ and $c$ restricted to $P_{3}$ is not consistent, then the labeling is not a list labeling of $G$.

So, in a list labeling, all subpaths $P_{3}$ must be labeled consistently.

Theorem 3.2. 1. $G$ is not a list graph if it contains a cycle graph $C_{n}$ for any $n \geq 4$ as an induced subgraph.
2. $G$ is not a list graph if it contains a star graph $S_{n}$ for any $n \geq 3$ as an induced subgraph.
3. $G$ is not a list graph if it contains three vertices of degree one.
4. If $G$ is a list graph and has two vertices $u$ and $v$ of degree one, then $c(u)=1$ and $c(v)=n$, or $c(u)=n$ and $c(v)=1$.
5. If $G$ is a list graph, it is Hamiltonian.

Proof. 1. Consider a subgraph $C_{n}$ where the nodes are labeled by distinct numbers $c(v)$. Then there must be a node $u$ with maximal $c(u)$ among the nodes in $C_{n}$. Then $u$ together with its two neighbours in $C_{n}$ form a subgraph $P_{3}$ that is not labeled consistently.
2. A star graph $S_{3}=(\{u, v, w, x\},\{u x, v x, w x\})$ has three distinct path graphs $P_{3}$ that are subgraphs. It is easy to check that all three cannot be labeled consistently.
3. Assume that the three vertices $\{u, v, w\}$ that has degree one has the neigbours $\left\{u^{\prime}, v^{\prime}, w^{\prime}\right\}$ respectively, and assume that $c(u)<c(v)<c\left(v^{\prime}\right)<c(w)$. Then $d\left(u, v^{\prime}\right)<d(u, v)$ but $\left|c(u)-c\left(v^{\prime}\right)\right|>$ $|c(u)-c(v)|$. The other cases are proven similarly.
4. Assume that $u^{\prime}$ is the neighbour vertex of $u$ and consider the case that $c(u)=2$. Then if $c\left(u^{\prime}\right)=1$, the pairs $u, w$ and $u^{\prime}, w$ contradicts that $G$ is a list graph, using any other node $w$. If $c(v)=1$ where $v \neq u^{\prime}$, the pairs $u, v$ and $u^{\prime}, v$ provide a contradiction. The other cases are proven similarly.
5. The labeling $c$ provides a Hamiltonian path since the nodes $u=c^{-1}(i)$ and $v=c^{-1}(i+1)$ must be adjacent. If not, nodes adjacent to $u$ must be labeled $i-1$ and to $v$ by $i+2$, i.e. $u$ and $v$ must have degree 1. By continuing this argument with the next adjacent nodes, finally the nodes meet since the graph is connected, and we have a contradiction.

Certainly, statements 2 and 3 of the theorem follow from $G$ being Hamiltonian. Statements 3 and 4 suggest that like a full list like $P_{n}$, also a list graph retains at most two ends, if there are nodes of degree one. The main problem of constructing list graphs for any $n$ and $k$ is that the edges need to be distributed rather evenly, in a specific sense. An example of a non-list graph of a different type than those of Theorem 3.2 is the graph $N=(V, E)$ with $V=\{1,2,3,4,5,6,7\}$ and $E=\{\{1,2\},\{2,3\},\{3,4\},\{4,5\},\{5,6\},\{6,7\},\{1,3\},\{3,5\}\}$, i.e. the path graph $P_{7}$ where the two edges $\{1,3\}$ and $\{3,5\}$ have been added. It is not a list graph since $c(1,5)=4$ and $d(1,5)=2$, but $c(4,7)=d(4,7)=3$. However, the distance matrix of $L$ is monotone.

Replacing the edge $\{3,5\}$ with $\{5,7\}$ gives a list graph.
The existence question can however be answered affirmatively for all $n$ and $k$, where the proof can be seen as a generalization of this example.

Theorem 3.3. For any integers $n \geq 2$ and $k: n-1 \leq k \leq n(n-1) / 2$, there exists a list graph with $n$ nodes and $k$ edges.

Proof. In this proof we start with a $V$-labeling $c$ of the nodes $1, \ldots n$, and construct a list graph with that labeling by adding $k$ edges to the nodes, for any $k: n-1 \leq k \leq n(n-1) / 2$.

For any $i$, an edge $(i, i+a)$ will be referred to as an $a$-edge. Note that the number of 1-edges is $n-1$, the number of 2-edges is $n-2$ and so on, so the total number of 1-edges, 2-edges, up to
all $a$-edges is $n a-a(a+1) / 2$. Given $k$ edges to distribute, we first add all 1-edges, 2-edges up to all $(a-1)$-edges to the graph, until we reach the smallest $a$ so that $k \leq n a-a(a+1) / 2$. Then $a=\left\lceil n-\frac{1}{2}-\frac{1}{2} \sqrt{(2 n-1)^{2}-8 k}\right\rceil$. Then $b=k-n(a-1)-a(a-1) / 2$ edges remain, which all are $a$-edges. These $b$ edges will in this proof be distributed in a way that provides a list graph. Thus, all $(a-1)$-edges, $(a-2)$-edges, $\ldots, 2$-edges and 1-edges belong to all graphs in this proof. We may assume that $a \geq 2$ since the graph is connected and the case $a=1$ is the graph of only 1-edges, which is $P_{n}$, which is a list graph

In all cases we consider a pair $u, v$ with $c=c(u, v)$ and a pair $w, z$ with $c(w, z)=c-1$, and construct a graph where $\min d(u, v) \geq \max d(w . z)$ for all such pairs, and for any $c$. Then the graph is a list graph. Denote a shortest path from $u$ to $v$ a $c$-path. As in the example preceding the theorem, where $a=2$, a critical case is a $c$-path which uses $2 a$-edges more than another $c$-path $(c-1)$-path. We show that this cannot happen in any of the graphs described in this proof.

The simplest case occurs when $k=n a-a(a+1) / 2$ and thus $b=n-a$. Then all possible $a$-edges belong to the graph, and it is a lisf graph since $d(u, v)=\left\lceil\frac{c}{a}\right\rceil$ for any $c=c(u, v)$, so $\min d(u, v)=\left\lceil\frac{c}{a}\right\rceil \geq\left\lceil\frac{c-1}{a}\right\rceil=\max d(w . z)$.

In the more complicated cases we need to refer to a set of $a$ consecutive $a$-edges

$$
\{\{i, i+a\},\{i+1, i+a+1\}, \ldots,\{i+a-1, i+2 a-1\}\}
$$

as a complete cluster. These nodes have no other edges, and have the advantage that a $c$-path passing it only uses one $a$-edge, for any $c$. A complete cluster consists of $a$ edges and involves $2 a$ nodes. An incomplete cluster has $j<a$ consecutive $a$-edges $\{\{i, i+a\},\{i+1, i+a+1\}, \ldots$, $\{i+j-1, i+a+j-1\}\}$ for some $j: 2 \leq j \leq a-1$, and involves $a+j$ nodes. The starting node of a cluster, complete or incomplete, is node $i$.

Case 1. If $b \leq a$ a list graph is produced by forming a cluster of all $a$-edges. Then $u, v$ with $c=c(u, v)$ minimizes $d(u, v)$ when using one cluster edge and otherwise ( $a-1$ )-edges, so $\min d(u, v)=1+\left\lceil\frac{c-a}{a-1}\right\rceil=\left\lceil\frac{c-1}{a-1}\right\rceil$. The pair $w, z$ maximizes $d(u, v)$ if it can avoid a cluster edge, so $\max d(w, z) \leq\left\lceil\frac{c-1}{a-1}\right\rceil$. We get $\min d(u, v) \geq \max d(w, z)$, so this graph is a list graph for all $n$.

Case 2. Now suppose that $a<b \leq 2 a$. If $n \geq 2 a+b$ we may construct a list graph with two clusters, one complete cluster and one incomplete, where the complete cluster has $2 a$ nodes, and the incomplete $b$ nodes. The complete cluster starts at node $t+1$ and the incomplete cluster at node $j=n-t-b+1$. The two subgraphs containing the consecutive nodes $\{1,2, \ldots, t\}$ and $\{n-t+1, \ldots, n\}$, respectively, will be referred to as the tails of the graph. Thus, both tails has $t$ nodes. The total number of tail nodes, $2 t$, will be referred to as the tail space, also in other cases in this proof.

Denote the number of nodes between the cluster nodes - the distance between the clusters by $e$. Then if $c(u, v)=c<e+2 a-1$ only one cluster can be used, and we are in Case 1 . If $c(u, v)=c \geq e+2 a-1$ we get $\min d(u, v)=2+\left\lceil\frac{c-2 a}{a-1}\right\rceil=\left\lceil\frac{c-2}{a-1}\right\rceil$. For a pair $w, z$ with $c(w, z)=c-1$ we obtain $\max d(w, z)=\left\lceil\frac{c-1}{a-1}\right\rceil$ if there exists a pair $w$ and $z$ that do no use any of the cluster edges, which would imply that the graph is not a list graph. However, such a pair $w, z$ with $c(w, z) \geq e+2 a-2$ does not exist if $e+2 a-2>t+a-1$ - i.e. if the tail space is small enough. So by choosing $t \leq a+e$, placing the clusters close enough to the nodes 1 and $n$, the graph is a list graph.

The following cases generalize this situation, where we for all $b$ and $n$ find similar graphs with $t \leq a+e$.

If $n<2 a+b$ there are too few nodes to form two clusters. Then we start by constructing two clusters in the far ends of the graph with $\lfloor n / 2\rfloor-a$ and $\lceil n / 2\rceil-a$ edges, respectively. The remaining edges to add are $\{i, i+a\}$ for $i=\lfloor n / 2\rfloor-a+1, \ldots,\lfloor n / 2\rfloor+b-n-3 a$. In this graph, no $c$-path can use $2 a$-edges more than any $(c-1)$-path, so it is a list graph.

Hence also in Case 2 a list graph can be constructed for all $n$.
Case 3. Suppose next that $b>2 a$ and $\lfloor b / a\rfloor \leq 2(a+e)+1$. We here construct as many complete clusters as possible, i.e. $\lfloor b / a\rfloor$ complete clusters and possibly one incomplete with ( $b-$ $a\lfloor b / a\rfloor$ ) edges, which is the last cluster, say next to the right tail. The distance between any pair of neighbouring clusters is $e$. Hence, the distance from a starting node of a cluster to the next cluster's starting node is $2 a+e$. Then we can take advantage of the proof of Case 2 since increasing $c$ by $i(2 a+e)$ for some $i \geq 1$ implies the same change for the pair $u, v$ as for the pair $w, z$, preserving the difference $d(u, v)-d(w, z)$ as in Case 2.

Denote the number of complete clusters by $f=\lfloor b / a\rfloor$. Then for $n=a f+a+b$ we have a list graph with $e=0$. Now we can add nodes to the tails as long as $t \leq a+e$, providing list graphs for $n=a f+a+b+i$ for $i=0, \ldots, 2(a+e)$. Next we may increment $n$ further by incrementing $e$, i.e. incrementing all $f-1$ distances between clusters, and simultaneously reducing the number of nodes in the tails. This is possible if $f-1 \leq 2(a+e)$, so in Case 3 we have list graphs for all $n$.

Case 4. For $b>2 a, f=\lfloor b / a\rfloor>2(a+e)+1$ and large $n$, we produce a graph consisting of a set of complete clusters, one incomplete cluster, and a set of single edges, which we for simplicity call single clusters. We choose the same distance between the starting points of all clusters, complete, incomplete and single: $2 a+e$. This graph is a list graph by the same arguments as in Case 3.

If one edge is extracted from a cluster and made into a single cluster, the size of the tail-free graph increases by at most $a+e$. Since the total allowed tail space $2(a+e)$ is larger than this, we can always extract edges and form single clusters to construct a list graph. For very large $n$, also $e$ need to be increased. Thus there exist list graphs for all $n$ also in Case 4 .

Since the cases cover all $n, a$ and $b$, the proof is complete.
This proof demonstrates rather well some characteristics of list graphs.

## 4. Finding a distance-consistent labeling

This section describes algorithms that produce distance-consistent labelings for any simple, undirected connected graph.
Lemma 4.1. A labeling c minimizes

$$
\sum_{u, v \in V}(c(u, v)-d(u, v))^{2}
$$

if and only if it maximizes

$$
\sum_{i, j}|i-j| a_{i, j}
$$

Proof. This follows immediately by a change of notation and expanding the square:

$$
\begin{aligned}
\sum_{u, v \in V}(c(u, v)-d(u, v))^{2} & =\sum_{i, j=1}^{n}\left(|i-j|-a_{i j}\right)^{2} \\
& =\frac{1}{6} n^{2}\left(n^{2}-1\right)+\sum_{i, j=1}^{n} a_{i j}^{2}-2 \sum_{i, j}|i-j| a_{i, j}
\end{aligned}
$$

In the last expression, the two first terms are independent of graph labelings, from which the lemma follows.

If the graph is a list graph, the distance-consistent labeling found by the algorithm to be presented in this section is a list labeling. This follows from Lemma 4.1 and the fact that only list graphs have a monotone distance matrix, i.e. that is free from list-distance contradictions.

We have defined a list-distance contradiction as two pairs of nodes $u_{1}, v_{1}$ and $u_{2}, v_{2}$ so that $d\left(u_{1}, v_{1}\right)<d\left(u_{2}, v_{2}\right)$ but $c\left(u_{1}, v_{1}\right)>c\left(u_{2}, v_{2}\right)$. The size of a contradiction is the quantity $c\left(u_{1}, v_{1}\right)-$ $c\left(u_{2}, v_{2}\right)$. In some instances a labeling with few large contradictions may be preferred, and in other many small contradictions, a choice that can be made by choosing an appropriate value of $p$ in $D_{p}(A)$.

In the case $C_{4}$, for example, $p>1$ favours several small contradictions, while $p<1$ favours labelings with few large contradictions. Note that since a list graph has a monotone distance matrix, maximization of $d_{p}(A)$ give the same distance-consistent labelings, which are list labelings, for all $p>0$.

Each step in the algorithm, described in Theorem 4.3, switches the labels between two nodes $m$ and $l$, which means switching distance matrix $A$ into $A^{\prime}$, where

$$
\begin{array}{cc}
a_{m j}^{\prime}=a_{l j} \text { and } a_{l j}^{\prime}=a_{m j} & \text { for all } j \\
a_{i m}^{\prime}=a_{i l} \text { and } a_{i l}^{\prime}=a_{i m} & \text { for all } i \\
a_{i j}^{\prime}=a_{i j} & \text { otherwise. }
\end{array}
$$

Such a row and column switch is here for simplicity called a label transposition $m, l$ of $A$.
Definition 4.1. The gain in diagonal dispersion $d_{p}(A)$ is defined as

$$
g_{m l}=\sum_{i=1}^{n}\left(|m-i|^{p}\left(a_{i l}-a_{i m}\right)+|l-i|^{p}\left(a_{i m}-a_{i l}\right)\right) .
$$

The gain matrix $G$ has the entries $g_{m l}, 1 \leq m, l \leq n$.
The gain matrix $G$ is obviously symmetrical and has zeroes in the main diagonal. If $g_{m l}>0$, the label transposition $m, l$ increases the diagonal dispersion to $d_{p}\left(A^{\prime}\right)=d_{p}(A)+g_{m l}$.

Thus, if all $g_{m l} \leq 0$, no label transposition can improve the diagonal dispersion. The next lemma, Lemma 4.2, is a preparation in more general terms for Theorem 4.2, which establishes that the $\binom{n}{2}$ permutation are enough to consider, so the entire set of $n$ ! permutations must not be investigated to find maximal diagonal dispersion.

Consider now a matrix $A$ of type $m \times n$ and permutations of the columns of $A$. Denote by $p(A)$ the matrix $A$ subjected to a column permutation $p$. For given non-negative weights $w_{i j}$, we want to find a permutation $p$ so that $f(p(A))=\sum_{i=1}^{m} \sum_{j=1}^{n} w_{i j} a_{i, p(j)}$ is maximal. It turns out that a value of $f$ that cannot be improved by any transposition cannot be improved by any permutation.

Lemma 4.2. Suppose that $A$ is a matrix of type $m \times n$ and $w_{i j} 1 \leq i \leq m, 1 \leq j \leq n$ are non-negative real numbers. Consider the problem of finding a maximum of the linear function $f(A)=\sum_{i=1}^{m} \sum_{j=1}^{n} w_{i j} a_{i j}$ by permuting columns in $A$. Then if

$$
f(A) \geq f(t(A))
$$

for all column transpositions $t$, then

$$
f(A) \geq f(p(A))
$$

for all column permutations $p$.
Proof. Consider first the case $m=1$, when $f(A)=\sum_{j=1}^{n} w_{j} a_{j}$. Then the transposition condition says that

$$
\left(w_{i}-w_{j}\right)\left(a_{i}-a_{j}\right) \geq 0
$$

for all $1 \leq i, j \leq n$. We assume without loss of generality that the $w_{i}$ :s are in size order: $w_{i} \geq w_{i+1}$ for all $i: 1 \leq i \leq n-1$. Then it follows that also $a_{i} \geq a_{i+1}$ for all $i: 1 \leq i \leq n-1$.

Consider now a permutation $c=\left(m_{1}, \ldots, m_{n}\right)$ of $(1, \ldots, n)$. It is enough to prove that

$$
\begin{aligned}
\sum_{j=1}^{n} w_{j} a_{j} & \geq \sum_{j=1}^{n} w_{j} a_{m_{j}}, \text { i.e. } \\
\sum_{j=1}^{n} w_{j}\left(a_{j}-a_{m_{j}}\right) & \geq 0
\end{aligned}
$$

We will show that it is possible to group the $n$ terms of $\sum_{j=1}^{n} w_{j}\left(a_{j}-a_{m_{j}}\right)$ in a way so that the sum of each group is non-negative.

The only possibly non-positive terms are $w_{j}\left(a_{j}-a_{m_{j}}\right)$ where $j>j_{m}$. Denote such an index by $j=j^{1}$, so $w_{j^{1}}\left(a_{j^{1}}-a_{m_{j} \S}\right)<0$. Then we find the index $m_{j^{2}}=j^{1}$ and the term $w_{j^{2}}\left(a_{j^{2}}-a_{m_{j^{2}}}\right)$.

Now there are three cases. If $j^{2}=m_{j^{1}}$ we have $w_{j^{2}}\left(a_{j^{2}}-a_{j^{1}}\right)+w_{j^{1}}\left(a_{j^{1}}-a_{j^{2}}\right)=\left(w_{j^{2}}-\right.$ $\left.w_{j^{1}}\right)\left(a_{j^{2}}-a_{j^{1}}\right) \geq 0$. Otherwise we calculate

$$
\begin{aligned}
w_{j^{2}}\left(a_{j^{2}}-a_{m_{j^{2}}}\right)+w_{j^{1}}\left(a_{j^{1}}-a_{m_{j^{8}}}\right) & \geq w_{j^{1}}\left(a_{j^{2}}-a_{m_{j^{2}}}\right)+w_{j^{1}}\left(a_{j^{1}}-a_{m_{j}}\right) \\
& =w_{j^{1}}\left(a_{j^{2}}-a_{m_{j} 8}\right) .
\end{aligned}
$$

If $j^{2}<m_{i^{1}}$, this term is positive. We then turn to the next negative term $w_{j}\left(a_{j}-a_{m_{j}}\right)$ in the same way as the procedure described for $j^{1}$. If $j^{2}>m_{i^{1}}$ we find the index $m_{j^{3}}=j^{2}$ and the term $w_{j^{3}}\left(a_{j^{3}}-a_{m_{j^{3}}}\right)$, similarly producing the term $w_{j^{1}}\left(a_{j^{3}}-a_{m_{j}}\right)$. We are then back to the situation with tree cases. One of the two first cases must happen since each orbit of a permutation ends where it started, and the orbits are disjoint.

Now consider the case $m>1$. With the notation $W_{i}=\sum_{j=1}^{n} w_{i j}$ and $A_{i}=\sum_{j=1}^{n} w_{i j}$, the transposition condition gives $\left(W_{i}-W_{j}\right)\left(A_{i}-A_{j}\right) \geq 0$ for all $i$ and $j$, and thus the proof can be completed in the same way as for $m=1$. The proof is complete.

Theorem 4.2. Suppose that $c^{*}$ is a node labeling where all $g_{m l} \leq 0$. Then

$$
d_{p}\left(c^{*}, A\right) \geq d_{p}(c, A)
$$

for all node labelings $c$.
Proof. Aiming at Lemma 4.2 we choose $w_{i j}=|j-i|^{p}, m=n$. However, in contrast to the column permutations of the lemma, label permutations involve simultaneous row permutations. Since $w_{i j}=w_{j i}$ and $a_{i j}=a_{j i}$, the row transposition can be transformed into a column transposition, and the statement follows from Lemma 4.2 for $m=1$.

Note that if all $g_{m l}<0$ the distance-consistent labeling is unique. Otherwise, label transpositions $m, l$ where $g_{m l}=0$ produces all distance-consistent labelings.

The following theorem summarizes the algorithm for finding distance-consistent labelings.
Theorem 4.3. A maximally distant-consistent labeling is reached by in each step strictly increasing the diagonal dispersion $d_{p}(c, A)$ by effectuating one of the $\binom{n}{2}$ transpositions $t$ of columns $m$ and $l$ in $A$ with $g_{m l}>0$, producing the matrix $A^{\prime}=t(A)$.

If one of $i$ or $j$ equals $m$ or $l$, the new quantities in $G^{\prime}$ in terms of entries in $A$ are

$$
g_{i j}^{\prime}=g_{i j}^{\prime}=\sum_{m=1}^{n}\left(|m-i|^{p}\left(a_{m j}-a_{m i}\right)+|m-j|^{p}\left(a_{m i}-a_{m j}\right)\right) .
$$

For all other $i$ and $j$ we have
$g_{i j}^{\prime}=g_{i j}+|l-j|^{p}\left(a_{m j}-a_{l j}\right)+|m-j|^{p}\left(a_{l j}-a_{m j}\right)+|l-i|^{p}\left(a_{m i}-a_{l i}\right)+|m-i|^{p}\left(a_{l i}-a_{m i}\right)$.
Each step $A, G \rightarrow A^{\prime}, G^{\prime}$ requires at most $4 n^{2}$ multiplications.
Proof. The formulas of the theorem follows directly from Definition 4.1. The first formula requires $2 n(2 n-1)$ multiplications, the second $4(n-1)^{2}$, totally slightly less than $8 n^{2}$. By the symmetry of matrices, the estimate $4 n^{2}$ multiplications follows.

## 5. Conclusions and open questions

List graphs and distance-consistence labelings provide insight in the entire distance structure in a graph in terms of local information: the label of each node. Studying similar problems for weighted and directed graphs can be expected to provide concept versions closer to networks in applications.

Distance-consistence labelings quantifies how close a graph is to a path graph, i.e. how close the graph structure is to a list structure. For example, if we define $N(G)$ as the minimal number of list-distance contradictions taken over all labelings $c$ on a graph $G=(V, E)$, the number $N(G)$ provides a categorization of all simple graphs, where list graphs only have $N(G)=0$. The maximal possible $N(G)$ for a certain $n=|V|$ and $k=|E|$ is not yet known, although star graphs of playing this role.

A different obvious measure on the "listness" of a graph $G$ is the quantity

$$
L(G)=\min _{c}\left(\sum_{u, v \in V}(c(u, v)-d(u, v))^{2}\right)
$$

which is zero only for path graphs. Non-trivial bounds for

$$
\begin{aligned}
L_{\max }(n, k) & =\max _{G:|E|=k} L(G) \text { and } \\
L_{\min }(n, k) & =\min _{G:|E|=k} L(G)
\end{aligned}
$$

are not known, nor which graphs that realize the maximas and minimas. It is however easy to check that

$$
L_{\max }(2 n+1,2 n)=L\left(S_{2 n+1}\right)=\frac{1}{3} n(n-1)\left(8 n^{2}-10 n+15\right)
$$

and

$$
L\left(K_{n}\right)=\frac{1}{12} n(n-1)^{2}(n-2) .
$$

A natural conjecture is that $L_{\min }(n, k)=L(G)$ if $G=(V, E)$ is a list graph for all $|V|=n$ and $|E|=k>n-1$.
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