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#### Abstract

The matrix Jacobson graph was introduced in 2019 as a generalization of Jacobson graph and $n$ array Jacobson graph. Let $R$ be a commutative ring and $J(R)$ be the Jacobson radical of the ring $R$. The matrix Jacobson graph of the ring $R$ of size $m \times n$, denoted by $\mathfrak{J}(R)^{m \times n}$, is defined as a graph where the vertex set is $R^{m \times n} \backslash J(R)^{m \times n}$ such that two distinct vertices $A, B$ are adjacent if and only if $1-\operatorname{det}\left(A^{t} B\right)$ is not a unit in the ring $R$. Here we obtain some graph theoretical properties of $\mathfrak{J}(R)^{m \times n}$ including its connectivity, planarity and perfectness.
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## 1. Introduction

The concept of a Jacobson graph of a commutative ring was first introduced by Azimi (2013). Let $R$ be a finite commutative ring. We denote $U(R)$ as the group of units of $R$ and $\mathfrak{m}$ as a maximal

[^0]ideal of $R$. The Jacobson radical $J(R)$ of $R$ is the intersection of all maximal ideals of $R$. Jacobson graph of $R$, denoted by $\mathfrak{J}_{R}$, is a graph where the vertex set is $R \backslash J(R)$ and two distinct vertices $x, y$ are adjacent if $1-x y \notin U(R)$ (see [1]). The work of Azimi is further continued for other graph theoretical aspects (see [2],[3],[6],[9]).

Ghayour (2018) generalized the notion of Jacobson graph of a ring to $n$ array Jacobson graph. We denote by $\mathfrak{J}_{R}^{n}$ the graph where the vertex set is the set of column vector of size $n$ in $R^{n} \backslash J(R)^{n}$ and two distinct vertices $\mathbf{a}, \mathbf{b}$ are adjacent if $1-\mathbf{a}^{t} \mathbf{b} \notin U(R)$. We call this graph the $n$-array Jacobson graph of $R$ (see [5]).

In this paper, $R$ will stand for a finite commutative ring. We define the notion of a matrix Jacobson graph as an extension of the notions a Jacobson graph and an $n$-array Jacobson graph. We denote by $\mathfrak{J}_{R}^{m \times n}$ the graph having vertex set $R^{m \times n} \backslash J(R)^{m \times n}$ and two distinct vertices are adjacent if $1-\operatorname{det}\left(A^{t} B\right) \notin U(R)$. We call this graph the matrix Jacobson graph. As a result, the every $n$-array Jacobson graph of $R$ can be considered as a matrix Jacobson graph of $R$ of size $n \times 1$.

For the rest of this note, we consider that the elements of $R^{n}$ are in the form of row vectors with entries in $R$. Note that $R^{n}$ is a free $R$-module of rank $n$. Let $\left\{\dot{e}_{1}, \ldots, \dot{e}_{m}\right\}$ be the standard basis of $R^{m}$ and $\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right\}$ be the standard basis of $R^{n}$. Let $A \in R^{m \times n}$. Any $A \in R^{m \times n}$ can be written down as

$$
A=\left(a_{i j}\right)=I_{m}\left(\begin{array}{c}
\mathbf{a}_{1} \\
\mathbf{a}_{2} \\
\vdots \\
\mathbf{a}_{m}
\end{array}\right)=\left(\dot{e}_{1}^{t} \cdots \dot{e}_{m}^{t}\right)\left(\begin{array}{c}
\mathbf{a}_{1} \\
\mathbf{a}_{2} \\
\vdots \\
\mathbf{a}_{m}
\end{array}\right)=\sum_{i=1}^{m} \dot{e}_{i}^{t} \mathbf{a}_{i}
$$

where $\mathbf{a}_{i}=\left(a_{i 1}, a_{i 2}, \ldots, a_{i n}\right) \in R^{n}$.
A local ring is a ring with a unique maximal ideal. A local ring $R$ with maximal ideal $\mathfrak{m}$ is denoted by $(R . \mathfrak{m})$. It is well known that for a local ring $(R, \mathfrak{m})$, the quotient ring $R / \mathfrak{m}$ is a field. If a ring has two or more maximal ideals then it is called a non local ring. Let $R$ be a finite non local commutative ring. In this case, the ring $R$ can be decomposed as a direct sum of finite local rings

$$
R=R_{1} \oplus \cdots \oplus R_{k}
$$

for some local rings $\left(R_{1}, \mathfrak{m}_{1}\right), \ldots,\left(R_{k}, \mathfrak{m}_{k}\right),\left(\mathfrak{m}_{i}\right.$ is the maximal ideal of $\left.R_{i}\right)$ associated with quotient fields $F_{1}, \ldots, F_{k}$. As a result, the Jacobson radical and unit of $R$ are

$$
\begin{aligned}
J(R) & =J\left(R_{1}\right) \oplus \cdots \oplus J\left(R_{k}\right) \\
U(R) & =U\left(R_{1}\right) \oplus \cdots \oplus U\left(R_{k}\right)
\end{aligned}
$$

Further, the matrix over $R$ of size $m \times n$ can be denoted as

$$
R^{m \times n}=R_{1}^{m \times n} \oplus \cdots \oplus R_{k}^{m \times n} .
$$

Particularly, for $A \in R^{m \times n}$, we have

$$
A=A_{1} \times A_{2} \times \cdots \times A_{k}=\times_{i=1}^{k} A_{i}
$$

where $A_{i} \in R_{i}^{m \times n}$. For the case $m=n$, the determinant of $A$ can be written as

$$
\operatorname{det}(A)=\operatorname{det}\left(\times_{i=1}^{k} A_{i}\right)=\times_{i=1}^{k} \operatorname{det}\left(A_{i}\right) .
$$

For $A, B \in R^{m \times n}$, we also have

$$
A^{t} \cdot B=\times_{i=1}^{k}\left(A_{i}^{t} \cdot B_{i}\right) \text { and } A+B=\times_{i=1}^{k}\left(A_{i}+B_{i}\right)
$$

Let $F$ be a field and $A \in F^{m \times n}$. An index set of $A$, denoted by $I(A)$, is defined as a set that contains the indexes of the row vectors of $A$ that form a basis of $F^{n}$. That is

$$
\begin{equation*}
I(A)=\left\{\left(j_{1}, j_{2}, \ldots, j_{n}\right) \mid 1 \leq j_{i}<j_{i+1} \leq m, \operatorname{det}\left(\sum_{i=1}^{n} \mathbf{e}_{i}^{t} \mathbf{a}_{j_{i}}\right) \neq 0\right\} \tag{1}
\end{equation*}
$$

The aim of this paper is to identify some characteristics of the matrix Jacobson graphs for finite commutative rings. In section 2, we discuss about the connectivity of the graph. In section 3, we characterize the matrix Jacobson graphs which are planar. Finally, we identify rings such that the matrix Jacobson graphs are perfect.

## 2. Connectivity

One of properties that is usually investigated to understand a graph is the connectivity. In this topic, there are some results concerning Jacobson graphs [1, Theorem 2.2] and the matrix Jacobson graph of fields [10, Theorem 4] that will be utilized to derive our result.

Let $R$ be a finite local commutative ring with maximal ideal $\mathfrak{m}$. Let $\bar{R}$ be the quotient field of $R$ with respect to the maximal ideal $\mathfrak{m}, \bar{R}=\{\bar{a} \mid a \in R\}$ with $\bar{a}=\{a+x \mid x \in \mathfrak{m}\}$. Since $\bar{R}$ is a field, then $U(\bar{R})=\bar{R} \backslash \overline{0}$. Let $\mathfrak{u}(\bar{R})=\left\{\bar{a} \in \bar{R} \mid \bar{a}^{-1}=\bar{a}\right\}$ and $\mathfrak{u}^{\prime}(\bar{R})=\left\{\bar{a} \in \bar{R} \mid \bar{a}^{-1} \neq \bar{a}\right\}$. The vertex set of the square matrix Jacobson graph, $\mathfrak{J}_{R}^{n \times n}$ can be decomposed into

$$
V\left(\mathfrak{J}_{R}^{n \times n}\right)=V_{\overline{0}} \cup V_{\mathfrak{u}(\bar{R})} \cup V_{\mathfrak{u}^{\prime}(\bar{R})},
$$

with $V_{\overline{0}}=\left\{A \in V\left(\mathfrak{J}_{R}^{n \times n}\right) \mid \overline{\operatorname{det}(A)}=\overline{0}\right\}, V_{\mathfrak{u}(\bar{R})}=\left\{A \in V\left(\mathfrak{J}_{R}^{n \times n}\right) \mid \overline{\operatorname{det}(A)} \in \mathfrak{u}(\bar{R})\right\}$, and $V_{\mathfrak{u}^{\prime}(\bar{R})}=$ $\left\{A \in V\left(\mathfrak{J}_{R}^{n \times n}\right) \mid \overline{\operatorname{det}(A)} \in \mathfrak{u}^{\prime}(\bar{R})\right\}$.
We may write

$$
V_{\mathfrak{u}(\bar{R})}=\bigcup_{\bar{x} \in \mathfrak{u}(\bar{R})} V_{\bar{x}}
$$

with $\forall \bar{x} \in \mathfrak{u}(\bar{R}), V_{\bar{x}}=\left\{A \in V_{\mathfrak{u}(\bar{R})} \mid \operatorname{det}(A) \in \bar{x}\right\}$, and

$$
V_{\mathfrak{u}^{\prime}(\bar{R})}=\bigcup_{\bar{x} \in \mathfrak{u}^{\prime}(\bar{R})} V_{\bar{x}},
$$

with $\forall \bar{x} \in \mathfrak{u}^{\prime}(\bar{R}), V_{\bar{x}}=\left\{A \in V_{\mathfrak{u}^{\prime}(\bar{R})} \mid \operatorname{det}(A) \in \bar{x}\right\}$.
We generalize the matrix Jacobson graph to the class of local rings by grouping the vertices based on the determinant of its quotient field, as shown in the following theorem.

Theorem 2.1. Let $(R, \mathfrak{m})$ be a local ring. The graph $\mathfrak{J}_{R}^{n \times n}$ consists of subgraphs:

- $\left|V_{\overline{0}}\right|$ empty subgraphs,
- $|\mathfrak{u}(\bar{R})|$ components complete subgraphs, where for any $\bar{x} \in \mathfrak{u}(\bar{R})$ the set $V_{\bar{x}}$ forms a complete subgraph.
- $\frac{\left|u^{\prime} \bar{R}\right|}{2}$ components complete bipartite subgraphs, where for any $\bar{x} \in \mathfrak{u}^{\prime}(\bar{R})$, the set $V_{\bar{x}} \cup V_{\bar{x}^{-1}}$ forms a complete bipartite subgraph.

Proof. Let $(R, \mathfrak{m})$ be a local ring.

- Let $A \in V_{0}$ with $\operatorname{det}(A) \in \overline{0}=\mathfrak{m}$. Take any $B \in V\left(\mathfrak{J}_{R}^{n \times n}\right)$. Then $\operatorname{det}\left(A^{t} B\right)=\operatorname{det}\left(A^{t}\right) \cdot \operatorname{det}(B)$ $\in \mathfrak{m}$. We obtain $1-\operatorname{det}\left(A^{t} B\right) \in 1-\mathfrak{m}$. Thus $1-\operatorname{det}\left(A^{t} B\right) \in U(R)$. Hence $A$ is an isolated vertex and $V_{0}$ has an isolated vertex set in $\mathfrak{J}_{R}^{n \times n}$.
- Take $\bar{x} \in \mathfrak{u}(\bar{R})$. Take $A, B \in V_{\bar{x}}$. Then $\operatorname{det}\left(A^{t} B\right) \in 1+\mathfrak{m}$. We have $1-\left(\operatorname{det}\left(A^{t} B\right)\right) \in$ $1-(1+\mathfrak{m})=\mathfrak{m}$. So $A$ is adjacent to $B$. Take any vertex $C \in V\left(\mathfrak{J}_{R}^{n \times n}\right) \backslash V_{\bar{x}}$. Then $1-\operatorname{det}\left(A^{t} C\right) \notin \mathfrak{m}$. So $A$ is not adjacent to $C$. Hence $V_{\bar{x}}$ is a vertex set that forms a complete subgraph $K_{\left|V_{\bar{x}}\right|}$. The number of components of the complete subgraph is $|\mathfrak{u}(\bar{R})|$.
- Let $\bar{x} \in \mathfrak{u}^{\prime}(\bar{R})$. Its inverse is $\bar{x}^{-1}=\overline{x^{-1}} \in \mathfrak{u}^{\prime}(\bar{R})$. Take $X \in V_{\bar{x}}$ and $Y \in V_{\bar{x}^{-1}}$. Then $\operatorname{det}\left(X^{t} Y\right)=\operatorname{det}\left(X^{t}\right) \cdot \operatorname{det}(Y) \in 1+\mathfrak{m}$. We have $1-\operatorname{det}\left(X^{t} Y\right) \in \mathfrak{m}$. So $X$ is adjacent to $Y$. Without loss of generality, take any $A \in V_{\bar{x}}$ and $B \in V\left(\mathfrak{J}_{R}^{n \times n}\right) \backslash V_{\bar{x}^{-1}}$, then $\operatorname{det}\left(A^{t} B\right) \notin$ $x^{2}+\mathfrak{m}$, so that $1-\operatorname{det}\left(A^{t} B\right) \notin \mathfrak{m}$. So $A$ is not adjacent to $B$. In other words, we can say that all vertices in $V_{\bar{x}}$ is only adjacent to $V_{\bar{x}^{-1}}$, and all vertices in $V_{\bar{x}^{-1}}$ is only adjacent to $V_{\bar{x}}$. Hence the set $V_{\bar{x}} \cup V_{\bar{x}^{-1}}$ forms a complete bipartite subgraph $K_{\left|V_{\bar{x}}\right|, \mid V_{\bar{x}}-1}$. The number of its components is $\left|\mathfrak{u}^{\prime}(\bar{R})\right| / 2$.

Based on Theorem 2.1, we can conclude that $\mathfrak{J}_{\bar{R}}^{n \times n}$ is a subgraph of $\mathfrak{J}_{R}^{n \times n}$.
Lemma 2.2. Let $F$ be a finite field where $|F|=q$. The graph $\mathfrak{J}_{F}^{n \times n}$ has vertex set $V\left(\mathfrak{J}_{F}^{n \times n}\right)=$ $F^{n \times n} \backslash 0^{n \times n}$. Let

$$
V\left(\mathfrak{J}_{F}^{n \times n}\right)=V_{0} \cup V_{U(F)}
$$

with $V_{U(F)}=\left\{A \in V\left(\mathfrak{J}_{F}^{n \times n}\right) \mid \operatorname{det}(A) \in U(F)\right\}$. Let

$$
V_{U(F)}=\cup_{i \in U(F)} V_{i}
$$

where $\forall i \in U(F), V_{i}=\left\{A \in V_{U(F)} \mid \operatorname{det}(A)=i\right\}$.
Then $\left|V\left(\mathfrak{J}_{F}^{n \times n}\right)\right|=q^{n^{2}}-1$ consists of

$$
\left|V_{0}\right|=q^{n^{2}}-1-\prod_{i=0}^{n-1}\left(q^{n}-q^{i}\right) \text { and } \forall i \in U(F),\left|V_{i}\right|=\frac{\prod_{i=0}^{n-1}\left(q^{n}-q^{i}\right)}{q-1}
$$

Proof. First, we obtain that $\left|V\left(\mathfrak{J}_{F}^{n \times n}\right)\right|=q^{n^{2}}-1$ since $V\left(\mathfrak{J}_{F}^{n \times n}\right)=F^{n \times n} \backslash 0^{n \times n}$ and $\left|F^{n \times n}\right|=q^{n^{2}}$.
Second, we will prove that $\left|V_{u(F)}\right|=\prod_{i=0}^{n-1}\left(q^{n}-q^{i}\right)$ so that $\left|V_{0}\right|=q^{n^{2}}-1-\prod_{i=0}^{n-1}\left(q^{n}-q^{i}\right)$.
Let $A \in V_{U(F)}$, with

$$
A=\left(\begin{array}{c}
\mathbf{a}_{1} \\
\mathbf{a}_{2} \\
\vdots \\
\mathbf{a}_{n}
\end{array}\right) .
$$

Then $\operatorname{det}(A) \neq 0$, which implies that the row vector set of $A,\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ is a linear independent set. Vector $\mathbf{a}_{1}$ is a non zero vector. Since there are $q^{n}-1$ non zero vectors in $F^{n}$, there are $q^{n}-1$ ways to choose $\mathbf{a}_{1}$. Assume $\mathbf{a}_{1}$ is selected, a non zero vector $\mathbf{a}_{2}$ must be linear independent with $\mathbf{a}_{1}, \mathbf{a}_{2}$ must be outside of the subspace $\left\langle\mathbf{a}_{1}\right\rangle$. So $\mathbf{a}_{2}$ can be chosen from $q^{n}-1-q-1=q^{n}-q$ vectors outside subspace $\left\langle\mathbf{a}_{1}\right\rangle$. If $\mathbf{a}_{1}, \mathbf{a}_{2}$ have been chosen, the non zero vector $\mathbf{a}_{3}$ must be linear independent with $\left\{\mathbf{a}_{1}, \mathbf{a}_{2}\right\}$, so that $\mathbf{a}_{3}$ must be outside of the subspace $\left\langle\mathbf{a}_{1}, \mathbf{a}_{2}\right\rangle$. Therefore, we can choose $q^{n}-1-q^{2}-1=q^{n}-q^{2}$ vectors outside subspace $\left\langle\mathbf{a}_{1}, \mathbf{a}_{2}\right\rangle$. In the same way we may count the number of ways to choose $\mathbf{a}_{4}$ etc. until a non zero vector $\mathbf{a}_{n}$ can be chosen from $q^{n}-1-$ $q^{n-1}-1=q^{n}-q^{n-1}$ vectors outside subspace $\left\langle\mathbf{a}_{1}, \ldots, \mathbf{a}_{n-1}\right\rangle$. Hence $\left|V_{U(F)}\right|=\prod_{i=0}^{n-1}\left(q^{n}-q^{i}\right)$. Since $V_{0}=V\left(\mathfrak{J}_{F}^{n \times n}\right) \backslash V_{U(F)},\left|V_{0}\right|=\left|V\left(\mathfrak{J}_{F}^{n \times n}\right)\right|-\left|V_{U(F)}\right|=q^{n^{2}}-1-\prod_{i=0}^{n-1}\left(q^{n}-q^{i}\right)$.

Third, we will prove that $\forall i \in U(F),\left|V_{i}\right|=\frac{\prod_{i=0}^{n-1}\left(q^{n}-q^{i}\right)}{q-1}$.
Let $i \in U(F)$. Consider the map

$$
\left.\begin{array}{clc}
\lambda_{i}: & \left.\begin{array}{c}
V_{1} \\
\mathbf{a}_{1} \\
\mathbf{a}_{2} \\
\vdots \\
\mathbf{a}_{n}
\end{array}\right) & \longrightarrow \\
V_{i} \\
i \mathbf{a}_{1} \\
\mathbf{a}_{2} \\
\vdots \\
\mathbf{a}_{n}
\end{array}\right) .
$$

Note that the mapping $\lambda_{i}$ can be considered as a multiplication of any matrix in $V_{1}$ by the matrix

$$
\lambda_{i}=\left(\begin{array}{ccccc}
i & 0 & 0 & \ldots & 0 \\
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ldots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1
\end{array}\right)
$$

Since $\operatorname{det}\left(\lambda_{i}\right)=i \neq 0, \lambda_{i}$ is an bijective map, so that $\left|V_{1}\right|=\left|V_{i}\right|$. Based on the second part, we obtain that $V_{U(F)}=\prod_{i=0}^{n-1}\left(q^{n}-q^{i}\right)$ and $V_{U(F)}=\cup_{l \in U(F)} V_{l}$. Then

$$
\left|V_{U(F)}\right|=\sum_{l \in U(F)}\left|V_{l}\right|=(q-1)\left|V_{1}\right| .
$$

Therefore $\left|V_{l}\right|=\frac{\prod_{i=0}^{n-1}\left(q^{n}-q^{i}\right)}{q-1}$ with $l \in U(F)$.

The theorems describing the connectivity of the matrix Jacobson graph of size $m \times n$ of a field have been discussed in [10, Theorem 6,7]. Let $(R, \mathfrak{m})$ be a local ring with its maximal ideal $\mathfrak{m}$. Let $\bar{R}$ be the quotient field of $R$ by the maximal ideal $\mathfrak{m}$. Let $A=\left(a_{i j}\right) \in R^{m \times n}$. We define $\bar{A}$ as a matrix with the element $\bar{a}_{i j}=a_{i j}+\mathfrak{m}$.

Theorem 2.3. Let $(R, \mathfrak{m})$ be a local ring with its maximal ideal $\mathfrak{m}$. Let $A, B \in V\left(\mathfrak{J}_{R}^{\mathfrak{m} \times n}\right)$ and $A \neq B$.

1. If $\bar{A} \neq \bar{B}$, then $\bar{A}$ is adjacent to $\bar{B}$ if and only if $A$ is adjacent to $B$.
2. If $\bar{A}$ is not injective, then $A$ is an isolated vertex in $\mathfrak{J}_{R}^{m \times n}$.
3. If $\bar{A}$ is injective and $\bar{A}=\bar{B}$, then $d(A, B) \leq 2$.

## Proof.

1. Let $\bar{A}$ be adjacent to $\bar{B}$. Then $\overline{1}-\operatorname{det}\left(\bar{A}^{t} \bar{B}\right)=\overline{0}=\mathfrak{m}$ if and only if $1-\operatorname{det}\left(A^{t} B\right) \in \mathfrak{m}$. Hence $A$ is adjacent to $B$.
2. Let $\bar{A}$ be not injective. Take any vertex $B \in V\left(\mathfrak{J}_{R}^{\mathfrak{m} \times n}\right)$. Since $\bar{A}$ is an isolated vertex in $\mathfrak{J}_{\bar{R}}^{\mathrm{m} \times n}$, then $1-\operatorname{det}\left(\bar{A}^{t} \bar{B}\right) \neq \mathfrak{m}$. Then $1-\operatorname{det}\left(A^{t} B\right) \in 1-\operatorname{det}\left(\bar{A}^{t} \bar{B}\right) \neq \mathfrak{m}$. Hence $A$ is not adjacent to $B$. We can conclude that $A$ is an isolated vertex.
3. Let $\bar{A}$ be injective. Write $\bar{A}=\sum_{i=1}^{m} \dot{e}_{i}^{t} \overline{\mathbf{a}}_{i}$ with $\left\{\overline{\mathbf{a}}_{k_{1}}, \ldots, \overline{\mathbf{a}}_{k_{n}}\right\}$ is a linear independent set in $\bar{R}^{n}$. Since $\bar{A}=\bar{B}$, we have $\left\{\overline{\mathbf{b}}_{k_{1}}, \ldots, \overline{\mathbf{b}}_{k_{n}}\right\}$ is a linear independent set.
Let $\operatorname{det}\left(\sum_{i=1}^{n} \mathbf{e}_{k_{i}}^{t} \overline{\mathbf{a}}_{k_{i}}\right)=\bar{\alpha}$ with $\alpha \notin \mathfrak{m}$, then there is an $m_{1} \in \mathfrak{m}$ such that $\operatorname{det}\left(\sum_{i=1}^{n} \mathbf{e}_{k_{i}}^{t} \mathbf{a}_{k_{i}}\right)=$ $\alpha+m_{1}$. Note that $\operatorname{det}\left(\sum_{i=1}^{n} \mathbf{e}_{k_{i}}^{t} \mathbf{a}_{k_{i}}\right)-\operatorname{det}\left(\sum_{i=1}^{n} \mathbf{e}_{k_{i}}^{t} \mathbf{b}_{k_{i}}\right) \in \mathfrak{m}$, so there is an $m_{2} \in \mathfrak{m}$ such that $\operatorname{det}\left(\sum_{i=1}^{n} \mathbf{e}_{k_{i}}^{t} \mathbf{b}_{k_{i}}\right)=\alpha+m_{2}$. If $\alpha=\alpha^{-1}$ then $A$ is adjacent to $B$. If $\alpha \neq \alpha^{-1}$, we can choose $\left\{\mathbf{a}_{k_{i}}^{\prime}\right\}_{i=1}^{n}$ such that $\operatorname{det}\left(\sum_{i=1}^{n} \mathbf{e}_{k_{i}}^{t} \mathbf{a}_{k_{1}}^{\prime}\right)=\alpha^{-1}$. Therefore,

$$
\operatorname{det}\left(A^{t}\left(\sum_{i=1}^{n} \dot{e}_{k_{i}}^{t} \mathbf{a}_{k_{i}}^{\prime}\right)\right)=\operatorname{det}\left(\sum_{i=1}^{n} \mathbf{e}_{k_{i}}^{t} \mathbf{a}_{k_{i}}\right)^{t} \cdot \operatorname{det}\left(\sum_{i=1}^{n} \mathbf{e}_{k_{i}}^{t} \mathbf{a}_{k_{1}}^{\prime}\right)=\left(\alpha+m_{1}\right) \alpha^{-1} \in 1+\mathfrak{m} .
$$

Meanwhile, we also obtain

$$
\operatorname{det}\left(B^{t}\left(\sum_{i=1}^{n} \dot{e}_{k_{i}}^{t} \mathbf{a}_{k_{i}}^{\prime}\right)\right)=\operatorname{det}\left(\sum_{i=1}^{n} \mathbf{e}_{k_{i}}^{t} \mathbf{b}_{k_{i}}\right)^{t} \cdot \operatorname{det}\left(\left(\sum_{i=1}^{n} \dot{e}_{k_{i}}^{t} \mathbf{a}_{k_{i}}^{\prime}\right)\right)=\left(\alpha+m_{2}\right) \alpha^{-1} \in 1+\mathfrak{m} .
$$

So

$$
A \sim \sum_{i=1}^{n} \dot{e}_{k_{i}}^{t} \mathbf{a}_{k_{i}}^{\prime} \sim B
$$

Therefore, $d(A, B) \leq 2$.

Based on the above theorem, we have the following corollary:
Corollary 2.4. Let $(R, \mathfrak{m})$ be a local ring associated with its quotient field of order 2 . If $m \geq 3$, then $\operatorname{diam}\left(\left(\mathfrak{J}_{R}^{m \times 2}\right)^{*}\right)=2$.

The next theorem will help us figuring out the form of the matrix Jacobson graph in specific cases.

Theorem 2.5. Let $F$ be a field of order 2. Let $A, B \in V\left(\mathfrak{J}_{F}^{(n+1) \times n}\right)$. The following statements are true:

1. If $|I(A) \cap I(B)|$ is odd, then $A$ is adjacent to $B$
2. If $|I(A) \cap I(B)|$ is zero or even, then $A$ is not adjacent to $B$.

Proof. We know that multiplying a matrix by a permutation matrix on the left equals exchange rows according to the permutation. Let $A, B \in V\left(\mathfrak{J}_{F}^{(n+1) \times n}\right)$. Note that $\operatorname{det}\left(A^{t} B\right)=\operatorname{det}\left(A^{t} P^{t} P B\right)$ for any $P$ permutation matrix of size $(n+1) \times(n+1)$. If $|I(A) \cap I(B)|=k$, then there is a $P$ such that $I(P A) \cap I(P B)=\{(1, \ldots, n),(2, \ldots, n+1),(1,3,4, \ldots, n+1), \ldots,(1, \ldots, k-$ $2, k, \ldots, n+1)\}$.

Let two distinct vertices in $V\left(\mathfrak{J}_{F}^{(n+1) \times n}\right), A, B$, where $\operatorname{rank}(A)=\operatorname{rank}(B)=n$. We may write $A=\sum_{i=1}^{n+1} \dot{e}_{i}^{t} \mathbf{a}_{i}, B=\sum_{i=1}^{n+1} \dot{e}_{i}^{t} \mathbf{b}_{i}$. We divide the relation between $A$ and $B$ by two cases:
First, let $I(A) \cap I(B)=\emptyset$. Let $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ and $\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{n-1}, \mathbf{b}_{n+1}\right\}$ be linear independent in $F^{n}$. It is clear that if $\mathbf{a}_{n+1}=0$, then $A \nsim B$. Since $I(A) \cap I(B)=\emptyset,\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n-1}, \mathbf{a}_{n+1}\right\}$ is linearly dependent. Thus, $\mathbf{a}_{n+1}=\sum_{i=1}^{n-1} \alpha_{i} \mathbf{a}_{i}, \mathbf{b}_{n}=\sum_{i=1}^{n-1} \beta_{i} \mathbf{b}_{i}$ for $\alpha_{i}, \beta_{i}=0$ or $1, \forall i=1, \ldots, n-1$. We have $\alpha_{i}=0$ and $\beta_{i}=1 \forall i=1, \ldots, n-1$. Assume that $\alpha_{1}, \ldots, \alpha_{l}=1$ and $\beta_{l+1}, \ldots, \beta_{n-1}=1$ for some $l \in\{1, \ldots, n-1\}$. Then

$$
\begin{aligned}
\operatorname{det}\left(A^{t} B\right) & =\operatorname{det}\left(\sum_{i=1}^{n-1} \mathbf{a}_{i}^{t} \mathbf{b}_{i}+\mathbf{a}_{n}^{t} \mathbf{b}_{n}+\mathbf{a}_{n+1}^{t} \mathbf{b}_{n+1}\right) \\
& =\operatorname{det}\left(\sum_{i=1}^{n-1} \mathbf{a}_{i}^{t} \mathbf{b}_{i}+\mathbf{a}_{n}^{t} \sum_{i=l+1}^{n-1} \mathbf{b}_{i}+\sum_{i=1}^{l} \mathbf{a}_{i}^{t} \mathbf{b}_{n+1}\right) \\
& =\operatorname{det}\left(\left(\begin{array}{c}
\mathbf{a}_{1} \\
\vdots \\
\mathbf{a}_{l} \\
\mathbf{a}_{l+1} \\
\vdots \\
\mathbf{a}_{n-1} \\
\mathbf{a}_{n}
\end{array}\right)\left(\begin{array}{c}
\mathbf{b}_{1}+\mathbf{b}_{n+1} \\
\vdots \\
\mathbf{b}_{l}+\mathbf{b}_{n+1} \\
\mathbf{b}_{l+1} \\
\vdots \\
\mathbf{b}_{n-1} \\
\mathbf{b}_{l+1}+\cdots+\mathbf{b}_{n-1} .
\end{array}\right)\right)
\end{aligned}
$$

Since $\left\{b_{l+1}+\cdots+b_{n-1}\right\}$ is a linear combination of $b_{l+1}, \cdots, b_{n-1}$, then $\operatorname{det}\left(A^{t} B\right)=0$. So $A$ is not adjacent to $B$.
Second, let $|I(A) \cap I(B)|=k$ for $k \in \mathbb{N}$. We may assume that $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ and $\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right\}$ are independent sets of $F^{n}$, and $\mathbf{a}_{n+1}=\sum_{i=1}^{n} \alpha_{i} \mathbf{a}_{i}, \mathbf{b}_{n+1}=\sum_{i=1}^{n} \beta_{i} \mathbf{b}_{i}$. for $\alpha_{i}, \beta_{i}=0$ or 1 , $\forall i=1, \ldots, n$. Since $|I(A) \cap I(B)|=k$, we also may assume $\alpha_{1}, \ldots, \alpha_{k-1}=1, \beta_{1}, \ldots, \beta_{k-1}=$ $1, \alpha_{i}=0$ and $\beta_{i}=1 \forall i=k, \ldots, n$. Hence, assume that $\alpha_{k}, \ldots, \alpha_{l}=1$ and $\beta_{l+1}, \ldots, \beta_{n}=1$ for
some $l \in\{k, \ldots, n\}$. Then

$$
\begin{aligned}
A^{t} B & =\sum_{i=1}^{n} \mathbf{a}_{i}^{t} \mathbf{b}_{i}+\mathbf{a}_{n+1}^{t} \mathbf{b}_{n+1} \\
& =\sum_{\boldsymbol{A}^{\prime}}^{\left(\begin{array}{c}
n=1 \\
\mathbf{a}_{i}^{t} \mathbf{b}_{i}+\left(\mathbf{a}_{1}+\cdots+\mathbf{a}_{k-1}+\mathbf{a}_{k}+\cdots+\mathbf{a}_{l}\right)^{t}\left(\mathbf{b}_{1}+\cdots+\mathbf{b}_{k-1}+\mathbf{b}_{l+1}+\mathbf{b}_{n}\right) \\
\mathbf{a}_{1} \\
\mathbf{a}_{2} \\
\mathbf{a}_{k-1} \\
\mathbf{a}_{k} \\
\vdots \\
\mathbf{a}_{l} \\
\mathbf{a}_{l+1} \\
\vdots \\
\mathbf{a}_{n}
\end{array}\right)} \\
& =\underbrace{\left(\begin{array}{ccc}
\mathbf{b}_{2}+\cdots+\mathbf{b}_{k-1} & + & \mathbf{b}_{l+1}+\cdots+\mathbf{b}_{n} \\
\mathbf{b}_{1}+\mathbf{b}_{3}+\cdots+\mathbf{b}_{k-1} & + & \mathbf{b}_{l+1}+\cdots+\mathbf{b}_{n} \\
& \vdots & \\
\mathbf{b}_{1}+\mathbf{b}_{2}+\cdots+\mathbf{b}_{k-2} & + & \mathbf{b}_{l+1}+\cdots+\mathbf{b}_{n} \\
\mathbf{b}_{1}+\cdots+\mathbf{b}_{k-1} & +\mathbf{b}_{k} & +\mathbf{b}_{l+1}+\cdots+\mathbf{b}_{n} \\
& \vdots \\
\\
\mathbf{b}_{1}+\cdots+\mathbf{b}_{k-1} & +\mathbf{b}_{l} & +\mathbf{b}_{l+1}+\cdots+\mathbf{b}_{n} \\
& \mathbf{b}_{l+1} \\
\vdots \\
& \mathbf{b}_{n}
\end{array}\right.}_{\boldsymbol{B}^{\prime}}
\end{aligned}
$$

From the above equation, if $k$ is odd, then $\operatorname{rank}\left(B^{\prime}\right)=n$ such that $\operatorname{det}\left(A^{t} B\right)=\operatorname{det}\left(A^{\prime}\right) \cdot \operatorname{det}\left(B^{\prime}\right)=$ 1. Thus $A \sim B$. If $k$ is even, then $\operatorname{rank}\left(B^{\prime}\right)=n-1$ such that $\operatorname{det}\left(A^{t} B\right)=\operatorname{det}\left(A^{\prime}\right) \cdot \operatorname{det}\left(B^{\prime}\right)=0$. Thus $A \nsim B$.

Example 2.6. Based on Theorem 2.5, we can easily describe the matrix Jacobson graph of size $(n+1) \times n$ over $F$ of order 2 by grouping it into indexes. For example, see the matrix Jacobson graph over $\mathbb{Z}_{2}, \mathfrak{J}_{\mathbb{Z}_{2}}^{3 \times 2}$ in Figure 1. There are 7 groups of vertices with different indexes. Let $A \in$ $V\left(\mathfrak{J}_{\mathbb{Z}_{2}}^{3 \times 2}\right)$. If $|I(A)|=1,3$, the vertices in the same index will form a complete induced subgraph, and if $|I(A)|=2$, the vertices in the same index will form an empty induced subgraph.

We generalize the above result on the diameter of the matrix Jacobson graph to the case of non local commutative rings, as shown in the following theorem.

Theorem 2.7. Let $R$ be a non local commutative ring. The following statements about the matrix Jacobson graph of $R, \mathfrak{J}_{R}^{m \times n}$, are true.

- If $m<n$, then $\mathfrak{J}_{R}^{m \times n}$ is an empty graph,
- If $m=n$, there are two components consisting of empty subgraphs for every $A \in V\left(\mathfrak{J}_{R}^{n \times n}\right)$ with $\operatorname{rank}(A)<n$ and connected subgraphs with $\operatorname{diam}\left(\mathfrak{J}_{R}^{n \times n}\right)^{*} \leq 2$,
- If $m>n$, then there are two components consisting of empty subgraphs for every $A \in$ $V\left(\mathfrak{J}_{R}^{m \times n}\right)$ with $\operatorname{rank}(A)<n$ and connected subgraphs with $\operatorname{diam}\left(\mathfrak{J}_{R}^{m \times n}\right)^{*} \leq 4$.

Proof. Let $R=R_{1} \oplus \cdots \oplus R_{k}, k \geq 2$.

- Let $m<n$ and $A \in V\left(\mathfrak{J}_{R}^{m \times n}\right)$ then $A$ will be isolated because $\forall C \in V\left(\mathfrak{J}_{R}^{m \times n}\right), \operatorname{det}\left(A^{t} C\right)=$ 0 .


Figure 1. graph $\mathfrak{J}_{\mathbb{Z}_{2}}^{3 \times 2}$

- Let $m=n$ and $A \in V\left(\mathfrak{J}_{R}^{m \times n}\right)$. In case $\operatorname{rank}(A)<n$, then $A$ is an isolated vertex. In other cases, let $B \in V\left(\mathfrak{J}_{R}^{m \times n}\right), A \neq B$. If $\operatorname{rank}(A)=\operatorname{rank}(B)=n$, then there are $i, j \in\{1, \ldots, k\}$ such that $\operatorname{det}\left(A_{i}\right) \in U\left(R_{i}\right)$ and $\operatorname{det}\left(B_{j}\right) \in U\left(R_{j}\right)$.
If $i=j$, then

$$
A \sim\left(0 \times \cdots \times A_{i}^{-1} \times \cdots \times 0\right) \sim B
$$

If $i \neq j$, assuming $i<j$, then

$$
A \sim\left(0 \times \cdots \times A_{i}^{-1} \times \cdots \times B_{j}^{-1} \times \cdots \times 0\right) \sim B
$$

So $\operatorname{diam}\left(\mathfrak{J}_{R}^{n \times n}\right)^{*} \leq 2$.

- Let $m>n$ and $A \in V\left(\mathfrak{J}_{R}^{m \times n}\right)$. If $\operatorname{rank}(A)<n$, then $A$ is isolated. Otherwise, let $B \in$ $V\left(\mathfrak{J}_{R}^{m \times n}\right), A \neq B$ and for $\operatorname{rank}(A)=\operatorname{rank}(B)=n$, then there are $i, j$ such that $\operatorname{det}\left(A_{i}\right) \in$ $U\left(R_{i}\right)$ dan $\operatorname{det}\left(B_{j}\right) \in U\left(R_{j}\right)$.
If $i=j$, by Theorem 2.3, for $\overline{A_{i}}=\overline{B_{i}}$ then $d\left(A_{i}, B_{i}\right) \leq 2$. Obviously $d(A, B) \leq 2$. For $\overline{A_{i}} \neq \overline{B_{i}}$ then there are $C_{1}, C_{2}, C_{3} \in V\left(\mathfrak{J}_{R_{i}}^{m \times n}\right)$ thus

$$
A_{i} \sim C_{1} \sim C_{2} \sim C_{3} \sim B_{i} .
$$

Hence we have
$A \sim\left(0 \times \cdots \times C_{1} \times \cdots \times 0\right) \sim\left(0 \times \cdots \times C_{2} \times \cdots \times 0\right) \sim\left(0 \times \cdots \times C_{3} \times \cdots \times 0\right) \sim B$.
If $i \neq j$, then there are $A_{i}^{\prime} \in R_{i}^{m \times n} \backslash J\left(R_{i}\right)^{m \times n}$ such that $\operatorname{det}\left(A_{i}^{t} A_{i}^{\prime}\right)=1$ and $B_{j}^{\prime} \in$ $R_{j}^{m \times n} \backslash J\left(R_{j}\right)^{m \times n}$ such that $\operatorname{det}\left(B_{j}^{t} B_{j}^{\prime}\right)=1$. Thus

$$
A \sim\left(0 \times \cdots \times A_{i}^{\prime} \times \cdots \times B j^{\prime} \times \cdots \times 0\right) \sim B
$$

We conclude that $\operatorname{diam}\left(\mathfrak{J}_{R}^{m \times n}\right) \leq 4$.

## 3. Planarity

In this section we give conditions when the matrix Jacobson graph is planar. First, we review the planarity of Jacobson graphs. By Theorem of Kuratowski (in [8] or [6, Theorem 5.14]), a graph is planar if and only if there is no subgraph which is a subdivision of $K_{5}$ or $K_{3,3}$.

Theorem 3.1. [1] Let $R$ be a finite ring. Then $\mathfrak{J}_{R}$ is planar if and only if either $R$ is a field or $R$ is isomorphic to one of the following rings:

- $\mathbb{Z}_{4}, \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}, \mathbb{Z}_{2}[x] /\left\langle x^{2}\right\rangle$ of order 4 ;
- $\mathbb{Z}_{6}$ of order 6 ;
- $\mathbb{Z}_{8}, \mathbb{Z}_{2} \oplus \mathbb{Z}_{4}, \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}, \mathbb{Z}_{2}[x] /\left\langle x^{3}\right\rangle, \mathbb{Z}_{4}[x] /\left\langle 2 x, x^{2}\right\rangle, \mathbb{Z}_{2}[x] /\left\langle x^{2}+x+1\right\rangle, \mathbb{Z}_{4}[x] /\left\langle 2 x, x^{2}-2\right\rangle$, $\mathbb{Z}_{2}[x, y] /\langle x, y\rangle^{2}$ of order 8 ;
- $\mathbb{Z}_{9}, \mathbb{Z}_{3} \oplus \mathbb{Z}_{3}, \mathbb{Z}_{3}[x] /\left\langle x^{2}\right\rangle$ of order 9 .

In the following we extend the above results to the square matrix case $\mathfrak{J}_{R}^{n \times n}$ with $n>1$.
Theorem 3.2. Let $R$ be a finite ring. Then $\mathfrak{J}_{R}^{n \times n}$ with $n>1$ is not planar.
Proof. Let $R$ be a finite ring with $|R|=q \geq 2$ and $n \geq 2$. Let $V_{1}=\left\{A \in V\left(\mathfrak{J}_{R}^{n \times n}\right) \mid \operatorname{det}(A)=1\right\}$. By Lemma 2.2 we get

$$
\left|V_{1}\right|=\frac{\prod_{i=0}^{n-1}\left(q^{n}-q^{i}\right)}{q-1} \geq \frac{\left(q^{2}-q^{0}\right)\left(q^{2}-q^{1}\right)}{q-1} \geq\left(2^{2}-1\right) 2=6 .
$$

As a result, we obtain a graph $\mathfrak{J}_{R}^{n \times n}$, which contains the subgraph $K_{6}$. Then, based on Kuratowski theorem, we have $\mathfrak{J}_{R}^{n \times n}$ with $n \geq 2$ is not planar.

Theorem 3.3 ([11]). Let $R$ be a finite ring and $n \geq 2$. Then $\mathfrak{J}_{R}^{n}$ is planar if and only if

- $n=2$ and either $R \cong \mathbb{Z}_{2}$ or $\mathbb{Z}_{3}$; or
- $n=3$ and $R \cong \mathbb{Z}_{2}$.

Theorem 3.4. Let $R$ be a finite ring and $m>n \geq 2$. Then $\mathfrak{J}_{R}^{m \times n}$ is not planar.
Proof. Without loss of generality, we assume that $F$ is a field. For any $X \in V\left(\mathfrak{J}_{F}^{m \times n}\right)$, we may write

$$
X=\left(\begin{array}{c}
\mathbf{x}_{1} \\
\vdots \\
\mathbf{x}_{m}
\end{array}\right) \quad \text { where for } i=1, \ldots, m, \mathbf{x}_{i} \in F^{n}
$$

and

$$
I(X)=\left\{\left(j_{1}, j_{2}, \ldots, j_{n}\right) \mid 1 \leq j_{i}<j_{i+1} \leq m, \operatorname{det}\left(\begin{array}{c}
\mathbf{x}_{j_{1}} \\
\vdots \\
\mathbf{x}_{j_{n}}
\end{array}\right) \neq 0\right\}
$$

Denote by $U_{1}=\left\{X \in V\left(\mathfrak{J}_{R}^{m \times n}\right) \mid I(X)=\{(1,2, . ., n)\}\right\}$. Let $A \in U_{1}$. We may write

$$
A=\binom{A^{\prime}}{\mathbf{0}}=\left(\begin{array}{c}
\mathbf{a}_{1} \\
\vdots \\
\mathbf{a}_{n} \\
0 \\
\vdots \\
0
\end{array}\right)
$$

where $A^{\prime} \in R^{n \times n}, \boldsymbol{0} \in 0^{m-n \times n}$. By Lemma 2.2, $\left|V_{1}\right| \geq 6$, hence $\left|U_{1}\right| \geq 6$. Since there is $K_{6}$ as a subgraph of $\mathfrak{J}_{R}^{m \times n}$ with its vertices in $U_{1}$. Thus, $\mathfrak{J}_{R}^{m \times n}$ with $m>n \geq 2$ is not planar.

## 4. Perfectness

Let $G$ be a graph. A clique in $G$ is a maximal complete subgraph and we denote $\omega(G)$, the number of cliques in $G$, which is defined as the size of the largest clique in $G$. A $k$-vertex coloring of $G$ is an assignment of $k$ colors to the vertices of $G$ such that no two adjacent vertices have the same color and the chromatic number of $G$ is the smallest number $k$ for which $G$ has a $k$-coloring. A graph $G$ is called perfect if every induced subgraph $S$ of $G$, the clique number of $S$ is equal to its chromatic number.

Theorem 4.1. [7] (Strong Perfect Graph Theorem) A graph $G$ is perfect if and only if neither $G$ nor complement graph of $G$ contains an induced odd cycle of length $\geq 5$.

By using the strong perfect graph theorem above we are able to determine the perfectness of matrix Jacobson graphs. We have $\mathfrak{J}_{R}$ is perfect if and only if $\mathfrak{J}_{R / J(R)}$ is perfect and $\mathfrak{J}_{R}^{n}$ is perfect if and only if $\mathfrak{J}_{R / J(R)}^{n}$ is perfect. For the matrix Jacobson graph, we have the following relation.

Lemma 4.2. Let $R$ be a finite local ring. Then $\mathfrak{J}_{R}^{m \times n}$ is perfect if and only if $\mathfrak{J}_{R / J(R)}^{m \times n}$ is perfect.
Proof. $(\Rightarrow)$ By contraposition, let $\mathfrak{J}_{\bar{R}}^{m \times n}$ be not perfect. Without loss of generality, let the five vertices $\bar{A}_{1}, \bar{A}_{2}, \bar{A}_{3}, \bar{A}_{4}, \bar{A}_{5}$ induce a 5-cycle in $\mathfrak{J}_{\bar{R}}^{m \times n}$. Based on Theorem 2.3 the vertices $A_{1}, A_{2}, A_{3}$, $A_{4}, A_{5}$ will induce a 5-cycle in $\mathfrak{J}_{R}^{m \times n}$. Thus, $\mathfrak{J}_{R}^{m \times n}$ is not perfect.
$(\Leftarrow)$ Suppose $\mathfrak{J}_{R}^{m \times n}$ is not perfect. Let $A_{1}, \ldots, A_{k}$ induce a $k$-cycle in $\mathfrak{J}_{R}^{m \times n}$ with $k \geq 5$ and odd. Based on Theorem 2.9 and since $\mathfrak{J}_{\bar{R}}^{m \times n}$ is perfect, $\bar{A}_{i}=\bar{A}_{j}$ for some $i \neq j$. We obtain:

- If $\bar{A}_{1}=\bar{A}_{2}$ and $\bar{A}_{2} \neq \bar{A}_{3}$, then $A_{1}$ adjacent to $A_{3}$, contradiction.
- If $\bar{A}_{1}=\bar{A}_{2}=\bar{A}_{3} \neq \bar{A}_{4}$, then $A_{1}$ adjacent to $A_{4}$ and $A_{2}$ adjacent to $A_{4}$, contradiction.
- If $\bar{A}_{1}=\bar{A}_{3} \neq \bar{A}_{2}$ then $A_{1}$ adjacent to $A_{3}$, contradiction.

Hence, $\bar{A}_{1}, \ldots, \bar{A}_{k}$ is a $k$-cycle.
The result about when the Jacobson graphs and $n$-array Jacobson graphs are perfect have explained in [1] and [5]. The ring such that the matrix Jacobson graphs are perfect is given in the following theorem.

Theorem 4.3. Let $R$ be a finite local ring. The square matrix Jacobson graph over $R, \mathfrak{J}_{R}^{n \times n}$ is a perfect graph.

Proof. We know from Theorem 2.4 that a square matrix Jacobson graph over $R$ consists of an empty subgraph, a complete subgraph, and a complete bipartite subgraph. It is clear that this graph does not have an odd cycle induced subgraph length $\geq 5$ and neither does the complement. Therefore graph $\mathfrak{J}_{F}^{n \times n}$ is a perfect graph.

Theorem 4.4. Let F be a field. The following statements are true:

1. If $|F|=2$ then

- $\mathfrak{J}_{F}^{3 \times 2}$ is perfect,
- for $n \geq 3$, the graph $\mathfrak{J}_{F}^{n+1 \times n}$ is not perfect,
- for $m>n+1$, the graph $\mathfrak{J}_{F}^{m \times n}$ is not perfect.

2. If $|F| \geq 3, m>n$ then $\mathfrak{J}_{F}^{m \times n}$ is not perfect.
3. If $m \leq n$ then $\mathfrak{J}_{F}^{m \times n}$ is perfect.

Proof. 1. Let $|F|=2$.

- Let us look at graph $\mathfrak{J}_{F}^{3 \times 2}$ on Figure 1. There is no $k$-cycle induced subgraph with $k$ is odd $\geq 5$. So $\mathfrak{J}_{\mathbb{Z}_{2}}^{3 \times 2}$ is a perfect graph.
- Let $|F|=2$ and $n \geq 3$. Let $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ be a standard basis of $F^{n}$. Then we may choose $A_{1}=\sum_{i=1}^{n} \mathbf{e}_{i}^{t} \mathbf{a}_{i}, A_{2}=\sum_{i=1}^{n} \mathbf{e}_{i}^{t} \mathbf{a}_{i}+\mathbf{e}_{n+1}^{t} \mathbf{a}_{1}, A_{3}=\sum_{i=1}^{n-1} \mathbf{e}_{i}^{t} \mathbf{a}_{i}+\mathbf{e}_{n}^{t} \mathbf{a}_{1}+$ $\mathbf{e}_{n+1}^{t} \mathbf{a}_{3}, A_{4}=\mathbf{e}_{1}^{t} \mathbf{a}_{1}+\sum_{i=2}^{n+1} \mathbf{e}_{i}^{t} \mathbf{a}_{i-1}, A_{5}=\sum_{i=1}^{n} \mathbf{e}_{i}^{t} \mathbf{a}_{i}+\mathbf{e}_{n+1}^{t} \mathbf{a}_{1}+\mathbf{a}_{3}$, so that $A_{1}, \ldots, A_{5}$ will induce a 5 -cycle. Hence graph $\mathfrak{J}_{F}^{n+1 \times n}$ is not perfect.
- Let $m>n+1$. Let $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ be a standard basis of $F^{n}$. Then we may choose $A_{1}=\sum_{i=1}^{n} \mathbf{e}_{i}^{t} \mathbf{a}_{i}, A_{2}=\sum_{i=1}^{n} \mathbf{e}_{i}^{t} \mathbf{a}_{i}+\mathbf{e}_{n+1}^{t} \mathbf{a}_{1}, A_{3}=\sum_{i=2}^{n} \mathbf{e}_{i}^{t} \mathbf{a}_{i}+\mathbf{e}_{n+1}^{t} \mathbf{a}_{1}+\mathbf{e}_{n+2}^{t} \mathbf{a}_{2}, A_{4}=$ $\sum_{i=3}^{n} \mathbf{e}_{i}^{t} \mathbf{a}_{i}+\mathbf{e}_{n+1}^{t} \mathbf{a}_{1}+\mathbf{e}_{n+2}^{t} \mathbf{a}_{2}, A_{5}=\sum_{i=1}^{n} \mathbf{e}_{i}^{t} \mathbf{a}_{i}+\mathbf{e}_{n+1}^{t} \mathbf{a}_{1}+\mathbf{e}_{n+2}^{t} \mathbf{a}_{2}$, so that $A_{1}, \ldots, A_{5}$ will induce a 5 -cycle. Hence for $m>n+1, \mathfrak{J}_{F}^{m \times n}$ is not perfect.

2. Let $\alpha \in F$ with $\alpha^{-1}=\alpha, \alpha+1=0$. Let $\left\{\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}\right\}$ be a basis of $F^{n}$. Then we may choose $A_{1}=\sum_{i=1}^{n} \dot{e}_{i}^{t} \mathbf{a}_{i}, A_{2}=\sum_{i=1}^{n} \dot{e}_{i}^{t} \mathbf{a}_{i}+\dot{e}_{n+1}^{t} \mathbf{a}_{1}, A_{3}=\sum_{i=2}^{n} \dot{e}_{i}^{t} \mathbf{a}_{i}+\dot{e}_{n+1}^{t} \mathbf{a}_{1}, A_{4}=$ $\alpha \dot{e}_{1}^{t} \mathbf{a}_{1}+\sum_{i=2}^{n} \dot{e}_{i}^{t} \mathbf{a}_{i}+\dot{e}_{n+1}^{t} \mathbf{a}_{1}, A_{5}=\sum_{i=1}^{n} \dot{e}_{i}^{t} \mathbf{a}_{i}+\alpha \dot{e}_{n+1}^{t} \mathbf{a}_{1}$, so that $A_{1}, \ldots, A_{5}$ will induce a 5 -cycle. Hence for $m \geq n, \mathfrak{J}_{F}^{m \times n}$ is not perfect.


Figure 2. graph $\mathfrak{J}_{\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}}^{n \times n}, \mathfrak{J}_{\mathbb{Z}_{3} \oplus \mathbb{Z}_{2}}^{n \times n}$ and $\mathfrak{J}_{\mathbb{Z}_{3} \oplus \mathbb{Z}_{3}}^{n \times n}$
3. If $m<n$ and since graph $\mathfrak{J}_{F}^{m \times n}$ is the empty graph, then neither $\mathfrak{J}_{F}^{m \times n}$ nor complement of $\mathfrak{J}_{F}^{m \times n}$ contain an induced odd cycle of length $\geq 5$. We have $\mathfrak{J}_{F}^{m \times n}$ is perfect. If $m=n$ then by Theorem 2.1 the components of graph $\mathfrak{J}_{F}^{n \times n}$ contain an empty subgraph, two complete subgraphs and complete bipartite graphs such that $\mathfrak{J}_{F}^{n \times n}$ is perfect.

Let $R=R_{1} \oplus \cdots \oplus R_{k}, k \geq 2$. For any $i \in\{1, \ldots, k\}$ and $q_{i} \in R_{i}$, define $X_{q_{i}}=\{A \in$ $\left.R_{i}^{n \times n} \mid \operatorname{det}(A)=q_{i}\right\}$. Using these notations, for any $A=\times_{i=1}^{k} A_{i}$ we have $A_{j} \in X_{q_{j}}$ for some $q_{j} \in R_{j}$. In this case, we denote $A \in\left(X_{q_{1}}, \ldots, X_{q_{k}}\right)$.

Theorem 4.5. Let $R=R_{1} \oplus \cdots \oplus R_{k}, k \geq 2$ be a non local ring. The matrix Jacobson graph of $R, \mathfrak{J}_{R}^{m \times n}$, is perfect if and only if $m<n$ or $m=n$ and

1. for $k=2, R \cong R_{1} \oplus R_{2}$ with $\left|R_{1}\right|,\left|R_{2}\right| \leq 4$ and $R_{i}$ is a field,
2. for $k=3, R \cong \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$ or $R \cong \mathbb{Z}_{3} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$
3. for $k=4, R \cong \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$

Proof. - Let $m<n$. Since $\mathfrak{J}_{R}^{m \times n}$ is an empty graph and its complement is a complete graph, it is obvious that this graph is perfect.

- Let $m=n$. We divide this into four cases, $k=2, k=3, k=4$, and $k \geq 5$.

1. Case $k=2$. Let $R \cong R_{1} \oplus R_{2}$. Assume that $R=\mathbb{Z}_{5} \oplus \mathbb{Z}_{5}$. Choose $\left(X_{1}, X_{2}\right)$, $\left(X_{1}, X_{4}\right),\left(X_{4}, X_{4}\right),\left(X_{4}, X_{2}\right),\left(X_{2}, X_{3}\right)$ such that a 5 -cycle will be induced in $\mathfrak{J}_{\mathbb{Z}_{5} \oplus \mathbb{Z}_{5}}^{n \times n}$. So $R \cong R_{1} \oplus R_{2}$ is not perfect for $\left|R_{i}\right| \geq 5$. If $\left|R_{1}\right|,\left|R_{2}\right|<5$, we may calculate for $R \cong \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}, \mathbb{Z}_{3} \oplus \mathbb{Z}_{2}, \mathbb{Z}_{3} \oplus \mathbb{Z}_{3}, \mathbb{Z}_{2}[x] /\left\langle x^{2}+x+1\right\rangle \oplus \mathbb{Z}_{2}, \mathbb{Z}_{2}[x] /\left\langle x^{2}+x+1\right\rangle \oplus$ $\mathbb{Z}_{3}, \mathbb{Z}_{2}[x] /\left\langle x^{2}+x+1\right\rangle \oplus \mathbb{Z}_{2}[x] /\left\langle x^{2}+x+1\right\rangle, \mathbb{Z}_{5} \oplus \mathbb{Z}_{2}[x] /\left\langle x^{2}+x+1\right\rangle$ in Figure 2, Figure 3 and Figure 4. such that this graph is perfect.
2. Case $k=3$. We will show that $\mathfrak{J}_{R}^{n \times n}$ for $k=3$ except for the case $R \cong \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$ and $R \cong \mathbb{Z}_{3} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$, it is not perfect. Assume that $R=\mathbb{Z}_{3} \oplus \mathbb{Z}_{3} \oplus \mathbb{Z}_{2}$. Then, we choose five vertices where each vertex is in the following sets: $\left(X_{2}, X_{2}, X_{0}\right),\left(X_{2}, X_{1}, X_{0}\right)$,


Figure 3. graph $\mathfrak{J}_{\mathbb{Z}_{2}[x] /\left\langle x^{2}+x+1\right\rangle \oplus \mathbb{Z}_{2}}^{n \times n}$ and $\mathfrak{J}_{\mathbb{Z}_{2}[x] /\left\langle x^{2}+x+1\right\rangle \oplus \mathbb{Z}_{3}}^{n \times n}$


Figure 4. graph $\mathfrak{J}_{\mathbb{Z}_{2}}^{n \times n}[x] /\left\langle x^{2}+x+1\right\rangle \oplus \mathbb{Z}_{2}[x] /\left\langle x^{2}+x+1\right\rangle$


Figure 5. graph $\mathfrak{J}_{\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}}^{n \times n}$
$\left(X_{0}, X_{1}, X_{1}\right),\left(X_{1}, X_{0}, X_{1}\right),\left(X_{1}, X_{2}, X_{0}\right)$ such that a 5-cycle is induced. So for $R \cong$ $R_{1} \oplus R_{2} \oplus R_{3}$ for $\left|R_{1}\right|,\left|R_{2}\right|>2$ and $\left|R_{3}\right|>1$, the graph is not perfect. Otherwise, for $R \cong \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$ or $R \cong \mathbb{Z}_{3} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$ the longest cycle of graph $\mathfrak{J}_{R}^{n \times n}$ is four. Then $\mathfrak{J}_{F_{2} \oplus F_{2} \oplus F_{2}}^{n \times n}$ and $\mathfrak{J}_{F_{3} \oplus F_{2} \oplus F_{2}}^{n \times n}$ is perfect. (see Figure 5 and Figure 6)
3. Case $k=4$. We will show that $\mathfrak{J}_{R}^{n \times n}$ for $k=4$ except $R \cong \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$, is not perfect. Assume that $R=\mathbb{Z}_{3} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$. Then choose five vertices where each vertex is in the following sets: $\left(X_{2}, X_{1}, X_{0}, X_{0}\right),\left(X_{2}, X_{0}, X_{1}, X_{0}\right),\left(X_{0}, X_{0}, X_{1}, X_{1}\right)$, ( $X_{1}, X_{0}, X_{0}, X_{1}$ ), ( $X_{1}, X_{1}, X_{0}, X_{0}$ ), such that a 5-cycle is induced. So for $R \cong R_{1} \oplus$ $R_{2} \oplus R_{3} \oplus R_{4}$ with $\left|R_{i}\right|>2, i=1, \ldots, 4$, the graph is not perfect. Otherwise, for $R \cong \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$ the longest cycle of graph $\mathfrak{J}_{R}^{n \times n}$ is four. So $\mathfrak{J}_{\mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}}^{n \times n}$, the graph is perfect.
4. Case $k \geq 5$. We will show for $R=R_{1} \oplus \cdots \oplus R_{k}$, the graph is not perfect. Assume that $R=\mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}$. Then choose five vertices in $\mathfrak{J}_{\mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2}}^{n \times n}$ where each vertex is in the following sets: $\left(X_{1}, X_{1}, X_{0}, X_{0}, X_{0}\right),\left(X_{1}, X_{0}, X_{1}, X_{0}, X_{0}\right)$, $\left(X_{0}, X_{0}, X_{1}, X_{0}, X_{1}\right),\left(X_{0}, X_{0}, X_{0}, X_{1}, X_{1}\right),\left(X_{0}, X_{1}, X_{0}, X_{1}, X_{0}\right)$, such that a 5-cycle is induced. We obtain for $R=R_{1} \oplus \cdots \oplus R_{k}$ with $\left|R_{i}\right| \geq 2, i=1, \ldots, k$, the graph is also not perfect.

- Let $m>n$. We obtain that graph $\mathfrak{J}_{\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}}^{m \times n}$ is not perfect as a result of the induced 5-cycle in $\mathfrak{J}_{\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}}^{3 \times 2}$, as shown in Figure 7. This approach can be generalized to any ring $R$. Thus for $m>n, \mathfrak{J}_{R}^{m \times n}$ is not perfect.


## 5. Concluding Remarked

To better understand the structure and properties of the matrix Jacobson graphs, investigations of other properties of this class of graphs, such as the properties of the chromatic number, girth,


Figure 6. graph $\mathfrak{J}_{\mathbb{Z}_{3} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}}^{n \times n}$


Figure 7. induced 5-cycle in $\mathfrak{J}_{\mathbb{Z}_{2} \oplus \mathbb{Z}_{2}}^{3 \times 2}$
path, cycle, and matching are currently being carried out.
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